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SECTION A
Answer ALL the questions:
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1. Define a context sensitive grammar.

2. Show that the language L ={[image: image4.png]a*"bc/n = 0}



 is accepted by the grammar 

G= ({S},{a,b,c}P,S) where P consists of the productions S → [image: image6.png]


, S → bc.

3. Define concatenation of two languages.

4. Check whether  the families of Phrase structure language and Context sensitive language are closed under intersection. Justify your answer.

5. Let G = (N, T, P, S), where  N = {S,A}, T = {a, b} and P consists of the rules S → aAb, 

S → abSb, S → a, A → bS, A → aAAb. Check whether the grammar is ambiguous or unambiguous.

6. Define leftmost derivation. 

7. Define Chomsky normal form.

8. Define Self embedding property.

9.    What is the difference between deterministic finite automaton and non-deterministic finite automaton?   

10. Draw the state diagram for the non-deterministic finite state automaton M = (K, I, [image: image8.png]


, [image: image10.png]


, F) where   K = [image: image12.png]{094}



  , I = {0,1}, F = {[image: image14.png]


}  and δ is defined as follows,

	       δ
	     0
	     1

	 [image: image16.png]



	[image: image17.png]{094}
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	    [image: image21.png]


 
	[image: image22.png]{094}






SECTION B
Answer any FIVE questions:
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11. (a) Give a context sensitive grammar to generate L = [image: image26.png]{a® /
'n = 0}



.

(b) Let L = [image: image28.png]{@"b™/n,m = 1}



. Show that L is generated by the regular grammar             G = (N, T, P, S) where N = {S, A}, T = {a, b} and P consists of the rules S → aS,            S → aA, A →bA, A →b.

12. (a) Define regular grammar.

(b) Let L = [image: image30.png]bfj>




  Show that a Context free grammar generating L is given by

G = (N. T, P, S) where  N = {S,A}, T = {a, b} and P consists of the following productions: S → aSb, S →aAb,    A →bA, A →b.

13. Prove that the families of Phrase structure language, Context sensitive language, Context free language and Regular language are closed under union and product.

14. Prove that the families of Phrase structure language, Context sensitive language, Context free language and Regular language are closed under inverse homomorphism. Prove also that the family of Context free language is not closed under intersection.

15. Show that the grammar G =[image: image32.png](N,,T,,P,,5)



 where [image: image34.png]


= { S, [image: image36.png](r).(v,)



,V,[image: image38.png](N,), AN, (Aux), P},



 

[image: image40.png]


 = { They, are, flying, planes}, [image: image42.png]


= { S → ([image: image44.png]


) [image: image46.png](v,)



, [image: image48.png]


 → They, [image: image50.png]


 (V) ([image: image52.png]N,)



, 

V → are, [image: image54.png]N, = (A)(N)



, A →flying, V → (Aux) (P), Aux → are, [image: image56.png]


→ N, P → flying} and S is the start symbol, generates the language consisting of the sentence { They are flying planes}.

16. Write a grammar in Chomsky normal form to generate L= [image: image58.png]{a"b" /n = 1}



.

17. Let L be accepted by a non- deterministic finite automata. Then show that there exists a deterministic finite automaton that accepts L.

18. Draw the state diagram for the following finite state automaton, M = (K, I, [image: image60.png]


, [image: image62.png]


, F) where  K = {[image: image64.png]G0:91,9243



}, I = {a, b, c}, F = {[image: image66.png]


 [image: image68.png]


is defined as follows,

	    [image: image70.png]



	      a
	     b
	     c

	  [image: image72.png]
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	    [image: image82.png]
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	     Φ
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SECTION C
Answer any TWO questions:
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19. (a)  Let L = [image: image91.png]{a"b™a™b" /m,n = 1}



. Prove that a context free grammar generating L is             

G  =  ( {S,A}, {a, b}, P, S) where P consists of the rules S → aSb, S → aAb, A → bAa,

A → ba.

(b) Define Kleene closure and reflection of the language L.

(c) Prove that the families of Phrase structure language, Context sensitive language, Context free language and Regular language are closed under reflection.

20. (a) Let G = (N, T, P,S)  where  N = {S}, T = {a}, P = { S → SS, S → a}. Show that the grammar is ambiguous.

 (b) Given a context free grammar  G = (N, T, P,S), prove that there exists an equivalent context free grammar [image: image93.png]


such that for each non-terminal A [image: image95.png]


S in G,

 [image: image97.png]


= [image: image99.png]{w/A Swwe T"}



 is infinite.

            (c) Write the construction of a grammar in Greibach normal form.

21. State and prove u-v theorem and illustrate it with example.

22. Given a finite state automaton M, prove that there exists a right-linear grammar G such that           L(G) is set accepted by M and illustrate it with an example for non-deterministic finite state automata.
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